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Designing wisdom through the Web:

The passion of ranking

Gloria OrIGGI

Where is the wisdom we have lost in knowledge?
Where is the knowledge we have lost in information?

T.S. Eliot

With the outstanding potential of the Web 2.0. gfyeegating socially distributed

information to obtain intelligent outcomes, theywatea ofcollective intelligencdnas entered

a new era What was not much more than a curiosity in tlstdny of thought, that is, that the
aggregation of many unsophisticated judgements magetimes result in a more
sophisticated and precise result than the one pestlhy a single expert mind, is nowadays a
major fact that is revolutionizing our everyday way of thingi and taking decisions and
needs to be taken seriouslgoogle searchesWikipedia entries,eBay transactions are all

based on the simple correlation between the diéaeill by the many and the relevance for us

1 A version of this article has been presented wbekshop onCollective Wisdonheld at Collége de France in
May 2008. I'd like to thank Scott Page and Dan 8pefor their useful comments.



of the information we get. Yet, a major concernhwihese new collectively intelligent
systems is that our control over the path of aggjreg of information is sometimes poor, and
the individual or institutional capacities of intention on the design of the aggregation
process are often very limited. | think we showlllet thedesignissue very seriously in order
to be aware of the biases of these systems andpbintial misuses. And this is a general
point about institutional design. No matter how mmaeople are involved in the production of
a collective outcome — a decision, an action, ativg achievement etc. — the way in which
their interactions are designed, what they may kao@ not know of each other, how they
access the collective procedure, what path theiore follows and how it merges with the
actions of others, affects the content of the aueoOf course this is well known by policy
makers, constitution writers and all those whoipigdte into design of a democratic system,
or any other system of rules that has to take actmunt the point of view of the many. But
the claim may appear less evident — or at leaséad of a more articulate justification - when
it deals with the design of knowledge and the epnst practices on the Web. That is because
the Web has been mainly seen as a disruptive temnmwhose immediate effect was to blow
up all the existing legitimate procedures of knalgle access, thus “empowering” its users
with a new intellectual freedom, the liberty to guce, access and distribute content in a
totally unregulated way. Still, methods of tappintp the wisdom of the crowds on the Web
are many and much more clearly differentiated ithatusually acknowledged. In his book on
the Wisdom of CrowdJames Surowiecki writes about the different desigmscapturing
collective wisdom. He says: “In the end there ithimg about a futures market that makes it
inherently smarter than, say, Google. These arat@mpts to tap into the wisdom of the
crowd, and that’s the reason they work”. Yet, somes the devil is in the details and the way
in which the wisdom of crowds is captured makesugehdifference on its outcome and its

impact on our cognitive life. Theesign questiothat is thus central when dealing with these



systems isHow can people and computers be connected so tldlieetively—they act more

intelligently than any individuals, groups, or comgrs?

I will try to go through the details of some of tbellective wisdom systentisat are
nowadays used on the Web. | will provide a briefctinical” description of the design that
underlies each of them. Then, | will argue thatséhsystems work because of their very
special way of articulating (1) individual choicasd collectively-filtered preferences on one
hand and (2) human actions and computer processdiseoother. | will then conclude by
some epistemological remarks about the role ofirgnkn our epistemic practices, arguing
that the success of the Web as an epistemic peaistidue to its capacity to provide not so
much a potentially infinite system of informatiotoige, but a giant network of ranking and
rating systems in which information is valued asgl@s it has been already filtered by other
people. My modest epistemological prediction ig tha& Information Ageis being replaced
by aReputation Agén which the reputation of an item — that is haWversvalueandrate the
item - is the only way we have to extract informatiabout it. Thigpassion of rankings a
central feature of collective wisdom. James Surokirigmposes a very illuminating list of
conditions on the characterisation aivgse crowdNot any crowd is a wise crowd. In order to
avoid well known phenomena such as group poladratnformation cascades, conformism,
a group must display certain features that makepotentially intelligent entity. Suriowiecki
proposes four main characteristics:dlversity of opinion(each person should have some
private information) 2independencdpeople’s opinions are not determined by others) 3.
decentralization(people are able to draw on local knowledgepdgregation(presence of
mechanisms that turn individual judgements in obNe decisions). I'm tempted to add a
fifth one that is for me crucial especially in orde “speed up” the collective filtering of

information: 5.presence of a rating devigeach person should be able to produce a rating



hierarchy, rely on past ranking systems and makeleast in some circumstances — his or her

rating available to other persons).

| think that this last condition is particularly efal to understand the processes of
collective intelligence that the Web 2.0. has mpdssible, although it is not limited to it. Of
course, this opens the epistemological questiameépistemic valuef these rankings, that
it, to what extent their production and use by augrchanges the ratio between truths and
falsities produced by that group and, individualigw an awareness of rankings should affect
a person’s beliefs. After all, rankings introducebias in judgement and the epistemic
superiority of a biased judgement is in need ofifjgation. Moreover, these rankings are the
result of collective human registered activitieghwartificial devices. The control of the
heuristics and techniques that underlie this dynarof information may be out of sight or
incomprehensible for the users who find themselwedke very vulnerable position of relying
on external sources of information through dynamic, machine-based¢hannel of
communication whose heuristics and biases are ndérutheir control. For example, that
companies used to pay to be included in searclnesgr gain a “preferred placement” was
unknown to 60% of userantil the American Federal Trade Corporation wrinte2002 a
public recommendation asking to search engines aarmap to disclose paid link policies and

clearly mark advertisements to avoid users’ coofusi

The epistemic status of these collectively produ@ikings thus opens a series of
epistemological questions:

1. Why do people trust these rankings and shoag?h

2 Princeton Survey Research Associates, “A Mattefst: What Users Want from Websites”, Princeton,
January 2002, athttp://www.consumerWebwatch.com/news/reportl.pdfhe case is reported in R. Rogers
(2004)Information Politics on the WeMIT Press.




2. Why should we assume that the collective fittgrof preferences produces wiser
results on the Web?
3. What are the heuristics and biases of the aggregsystems on the Web that

people should be aware of?

These questions include a descriptive as well meraative perspective on the social
epistemology ofcollective wisdom system# socio-epistemological approach to these
guestions - as the one | endorse - should tryuoiddte both perspectives. Although here |
will explore more the descriptive side of the qumstby showing the design of collective
wisdom systems with their respective biases, letinmteduce these examples by some
general epistemological reflections that suggesi alpossible line of answer to the normative
issues. In my view, in an information-dense enwvinent, where sources are in constant
competition to get attention and the option of theect verification of the information is
simply not available at reasonable costs, evaloasiod rankings are epistemic tools and
cognitive practices that provide an inevitable #hdrto information. This is especially
striking in contemporary informationally-overloadsdcieties, but | think it is a permanent
feature of any extraction of information from a mas of knowledge. There is no ideal
knowledge that we can adjudicate without the acctssprevious evaluations and
adjudications of others. And my modest epistemalaigprediction is that the higher is the
uncertainty on the content of information, the sgrer is the weight of the opinions of others
in order to establish the quality of this contehhis doesn’'t make us more gullible. Our
epistemic responsibility in dealing with these rgpional devices is to be aware of the biases
that the design of each of these devices incoresratither for technical reasons or for

sociological or institutional reasons. A detailegg®entation of what sort of aggregation of



individual choices the Internet makes availableusthtbe thus accompanied by an analysis of

the possible biases that each of these systemescarits design.

1. Collectiveintelligence out of individual choices

People - and other intelligent agents - often thiaker in groups and sometimes think
in ways which would be simply impossible for iseltindividuals. The Internet is surely an
example of this. That is why the rise of the In&trareated from the onset huge expectations
about a possible “overcoming” of thought procesaeghe individual level, towards an
emergence of a new — more powerful — form of tetdmgiocally-mediated intelligence. A
plethora of images and metaphors of the Internet sigper-intelligent agent thus invaded the
literature on media studies — such as the Intessetin extended mind, a distributed digital

consciousness, a higher-order intelligent being, et

Yet, the collective processes that make Interneh supowerful cognitive media are
precisely an example of “collective intelligenc#iat is, a mean of aggregation of individual
choices and preferences. What Internet made pessimugh — and this was indeed
spectacular - was a brand new form of aggregahahsimply didn’t exist before its invention
and diffusion around the world. In this senseravided a new tool for aggregating individual
behaviours that may serve as a basis for rethinkihgr forms of institutions whose survival

depends on combining in the appropriate way thewvief the many.

1.1. The Internet and the Web
The salient aspect of this new form of aggregatma special way of articulating
individual choices and collectively-filtered predaces through the technology of the Internet

and, especially, of the World Wide Web. In this sgnit is useful to distinguish from the



onset between the Internet as a networking phenomand the Web as a specific technology
made possible by the existence of this new netwdhe Internet is a network whose
beginnings go back to the Sixties, when Americaaendists at AT&T, Rand and MIT and the
Defense Communication Agency started to think ofadternative model of transmitting
information through a network. In the classicakptlone system, when you call New York
from your apartment in Paris, a circuit is openalegtn you and the New York destination —
roughly a copper line which physically connects twe destinations. The idea was thus to
develop an alternative — “packet-switching” tectugyyl, by digitalizing conversations — that is
— translating waves into bits, then chopping thsulteinto packets which could flow
independently through a network while giving theression of a real-time connection on the
other end. In the early Seventies the first deedisgd network, Arpanet, was put in use that
was able to transfer a message by spreading itakshthrough the network and then
reconstructing it at the end. By the mid Seventtbs, first important application on the
network, the mail, was created. What made thisuaeh a powerful tool was its decentralised
way of growing: Internet is a network of networkshich uses pre-existing wires (like
telephone networks) to make computers communitateigh a number of protocols (things
like: IP/TCP) that are not proprietary: each newrusan connect to the network by using
these protocols. Each invention of an applicateoomail system, a system of transfer of video,
a digital phone system, can use the same protolciésnet protocols are “commorisand
that was a boost to the growth of the network drddreativity of the applications using it.
This is a crucial for the wisdom of the net. Withthe political choice to keep these protocols
free, the net would not have grown in a decentdlimanner and the collaborative knowledge
practices that it has realized would not have hpmssible. The World Wide Web, which is a

much more recent invention, maintained the sammwgdphy of open protocols compatible

3 Cf. on this point, L. Lessig (200The Fututre of Idead/intage, New York.



with the Internet (like HTTP —hypertext transferofmcol or HTML- hypertext markup

language). The Web is a service which operatesugfirahe Internet, a set of protocols and
conventions that allows “pages” (i.e. a particllaimat of information that makes easy to
write and read content) to be easily linked to eaitter, by the technique of hyperlink. It's a
visualization protocol that makes the display dbrmation very simple. The growth of the

Web is not the same thing as the growth of InteMétat made the Web grow so fast is that
the creating a hyperlink doesn’t require any tecaihcompetence. The Web is an illustration
of how an Internet application may flourish thamighe openness of the protocols. And it is

true that impact of IT on collective intelligence aue mostly to the Web.

1.2. The Web, collective memory and meta-memory

What makes the aggregation of individual preferere@ special through the Web?
For the history of culture, the Web is a major tation on the storage, dissemination and
retrieving of information. The major cultural reutibns in the history of culture have had an
impact on the distribution of memory. The Web i ®uch revolution. Let's see in what
sense. The Web has often been compared to thetioweof writing or printing. Both
comparisons are valid. Writing, introduced at thed eof the 4th millennium BCE in
Mesopotamia, is an external memory device that sgkessible the reorganization of
intellectual life and the structuring of thoughtgjther of which are possible in oral cultures.
With the introduction of writing, one part of ouognition “leaves” the brain to be distributed
among external supports. The visual representafi@ansociety’s knowledge makes it possible
to both reorganize the knowledge in a more useioke ‘logical’, way by using, for example,
lists, tables, or genealogical trees, and to dglidifrom one generation to the next. What's

more, the birth of “managerial” casts who oversesdtucal memory, such as scribes,



astrologists, and librarians, makes possible tigarozation of meta-memory, that is, the set

of processes for accessing and recovering culiaeahory.

Printing, introduced to our culture at the endha 1.5th century, redistributes cultural
memory, changing the configuration of the “inforroatl pyramid” in the diffusion of
knowledge. In what sense is the Web revolution cradgle to the invention of writing and
printing? In line with these two earlier revolutggnthe Web increases the efficiency of
recording, recovering, reproducing and distributtngiural memory. Like writing, the Web is
an external memory device, although different iat tit's “active” in contrast to the passive
nature of writing. Like printing, the Web is a dewifor redistributing the cultural memory in
a population, although importantly different sinterucially modifies the costs and time of
distribution. But unlike writing and printing, th&/eb presents a radical change in the
conditions for accessing and recovering culturainmey with the introduction of new devices
for managing meta-memory, i.e., thprocesses for accessing and recovering memory
Culture, to a large extent, consists in the conoepbrganization and institutionalization of
an efficient meta-memory, i.e. a system of ruleacfices and representations that allow us to
usefully orient ourselves in the collective memotygood part of our scholastic education
consists in internalizing systems ofeta-memory classifications of style, rankings, etc..
chosen by our particular culture. For example,iitiportant to know the basics of rhetoric in
order to rapidly “classify” a line of verse as b&ling to a certain style, and hence to a certain
period, so as to be able to thus efficiently locgafeom within the corpus of Italian literature.
Meta-memory thus doesn’t serve only a cognitivecfiom — to retrieve information from a
corpus — but a social and epistemic function tosjgi@an organization for this information in
terms of various systems of classifications thabedy the value of the “cultural lore” of that
corpus. The way we retrieve information is an @ust activity which allows us to access

through the retrieving filters, how the culture laarities on a piece of information have



classified and ranked it within that corpus. Witle advent of technologies that automate the
functions of accessing and recovering memory, sashsearch engines and knowledge
management systems, meta-memory also becomes fpastteyrnal memory: a cognitive
function, central to the cultural organization afnian societies, has become automated—
another “piece” of cognition thus leaves our biailorder to be materialized through external
supports. Returning to the example above, if | haveind a line of poetic verse, say “Guido,
I'vorrei...” but can recall neither the author ribe period, and am unable to classify the style,
these days | can simply write the line of verséhmtext window of a search engine and look
at the results. The highly improbable combinatibmords in a line of verse makes possible a
sufficiently relevant selection of information thaelds among the first results the poem from
which the line is taken (my search for this linengsGoogle yielded 654 responses, the first

ten of which contained the complete text from them in Dante’s Rime).

How is this meta-memory designed through the Wehrntelogy? What is unique on
the Web is that the actions of the users leaveaekton the system that is immediately
reusable by it, like the trails that snails leavetloe ground, which reveal to other snails the
path they are following. The combination of thecks of the different patterns of use may be
easily displayed in a rank that informs and inflceriuture preferences and actions of the
users. The corpus of knowledge available on the Wibilt and maintained by the individual
behaviours of the users — is automatically filtebgdsystems that aggregate these behaviours
in a ranking and make it available as filtered infation to new, individual users. | will
analyse two different classes of meta-memory deviddese systems, although they both
provide a selection of information that informs anfluences users’ behaviour, are designed

in a different way, a difference is worth takingioe of.
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2. Collaborative filtering: wisdom out of algorithms
2.1. Knowledge Management Systems

Collaborative filtering is a way of making predantis about the preferences of a users
based on the pattern of behaviour of many othersudeis mainly used for commercial
purposes in web applications for e-business, afhatihas been extended to other domains.
A well-known example of a system of collaborativkkefing which | assume we are all
familiar with, is Amazon.com : Amazon.com is a \agiplication, a knowledge management
system which keeps track of users’ interaction$lie systems and is designed to display
correlations between patterns of activities in a wlaat informs users about other users’
preferences. The best known feature of this syssdime one which associates different items
to buy: “Customers who buy X buy also Y”. The ongiity of these systems is that the
matching between X and Y is in a sets#tom-up(although the design of the appropriate
thresholds of activities above which this correlatemerges are fixed by the information
architecture of the system). The association betweaenes Surowiecki’s book and lan Ayer’s
book Super Crunchershat you can find on the Amazon’s page Tdre Wisdom of Crowds
has been produced automatically by an algorithrhabgregates the preferences of the users
and makes the correlation emerge. This is a unfgaire of these interactive systems, in
which new categories are created by automaticadlysforming human actions into visible
rankings. The collective wisdom of the system i® da a division of cognitive labour
between the algorithms which compose and visudgheeinformation, and the users who
interact with the system. The classifications atkings that are thus created aren’t based on
previous cultural knowledge of habits and customsugers, but on the emergence of
significant patterns of aggregated preferencesutiirathe individual interactions with the
system. Of course, biases are possible within yetes: the weights associated to each item

to make it emerge are fixed in such a way that saem®s have more chances to be
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recommended that others. But given that the syseatimented by the repeated actions of
the users, a too biased recommendation that cotiples that users won’'t buy together will

not be replicated enough times to stabilize withesystem.

2.2. PageRank

Another class of systems that realize meta-memargtions through artificial devices
are search engines. As we all know by experienearch engines have been a major
transformation of our epistemic practices and aqomad cognitive revolution. The most
remarkable innovation of these tools is due todiseovery of the structure of the Web at the
beginning of this centufy The structure of the Web is that of a social mekyand contains a
lot of information about its users’ preferences drabits. The search engines of second
generation, likeGoogle are able to exploit this structure in order tongaformation about
how knowledge is distributed throughout the worRhsically, the PageRank algorithm
interprets a link from a page A to page B as a Vod page A expresses towards page B. But
we’re not in democracy on the Web and votes dohaot all the same weight. Votes that
come from certain sites — called “hubs”- have more weight than others, and reflect in a
sense hierarchies of reputation that exist outsidaNVeb. Roughly, a link from my homepage
to the page of the Harvard University weighs mugssithan a link to my page from that of
Harvard University. The Web is an “aristocratictwerk — an expression that is used by the
social network theorists — that is, a network inall'rich get richer” and the more links you
receive the higher is the probability that you wateive even more. This disparity of weights
creates a “reputational landscape” that informsréseilt of a query. The PageRank algorithm
is nourished by the local knowledge and preferentesach individual user and it influences

them by displaying a ranking of results that aterpreted as a hierarchy of relevance. Note

* Kleinberg, J. (2001) “The Structure of the WeBtience
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that this system is NOT a knowledge managemenesysthe PageRank algorithm doesn’t
know anything about the particular pattern of atés of each individual: it doesn’t know
how many times you and | go to the JSTOR websitk doesn’t combine our navigation
paths together. A “click” from a page to anotherars opaque information for PageRank,
whereas a link between two pages contains a latfofmation about users’ knowledge that
the system is able to extract. Still, the two systeare comparable from the point of view of
the design of collective intelligence: neither riegsl any cooperation between agents in order
to create a shared system of ranking. The “colkaidg” aspect of the collective filtering is
more in the hands of machines than of human ayefte system exploits the information
that human agents either unintentionally leave le website by interacting with it (KM
systems) or actively produce by putting a link frome page to another (search-engines): the

result is collective, but the motivation is indiuvil.

Biases of search engines have been a major suifjeiscussions, controversy and
collective fears these years. As I've mentionedvabthe refinement of the second-generation
search engines such as Google has allowed attteastplicitly mark paid inclusions and
preferred placements, but this needed a politiw@rvention. Also, the “Mathiew effect” of
aristocratic networks is notorious, and the riskhafse tools is to give prominence to already
powerful sites at the expense of others. The awesserf these biases should imply a
refinement on the search practices also: for exantpe more improbable is the string of
keywords, the more relevant is the filtered resNtivices and learners should be instructed

with even simple principles that make them lesserdble to these biases.

® Knowledge management systems like Amazon.com lsmee collaborative filtering features that need
cooperation, like writing a review of a book or karg a book with the five stars ranking system, thetse aren’t
essential to the functioning of the collaboratilefing process.
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3. Reputation systems: wisdom out of status anxiety

The collaborative filtering of information may raggl sometimes a more active
participation to a community than what is neededhi@ examples above. In his work on
Information Politics on the Wethe sociologist Richard Rogers classifies web dyosras
“voluntaristic” or “non-voluntaristic” according tthe respective role of human and machines
in providing information feed-back for the useReputation systenmare an example of a
more “voluntaristic” web application than the ome=en above. A reputation system is a
special kind of collaborative filtering algorithrhat determines ratings for a collection of
agents based on the opinions that these agentsabolat each other. A reputation system

collects, distributes, and aggregates feedbacktgdawticipants’ past behaviour.

The best known and probably simplest reputatiotesyf large impact on the Web

is the system of auction sales wtvw.eBay.com. eBay allows commercial interactions

among more than 125 millions of people around tleldv People are buyers and sellers.
Buyers place a bid on an item. If their bid is sssful, they make the commercial
transaction, then both (buyers and sellers) leavieealback about the quality of that
transaction. The different feedbacks are then agdeel by the system in a very simple
feedback profile, where positive feedbacks and megdeedbacks plus some comments are
displayed to the users. The reputation of the agethius a useful information in order to
decide to pursue the transaction. Reputation hakisncase a real, measurable, commercial
value: in a market with a fragmented offer and Very information available on each offer,
reputation becomes a crucial information in ordetrust the seller. Sellers on eBay know
very well the value of their good reputation in Isug special business environment (no
physical encounters, no chance to see and touclitetine vagueness about the normative

framework of the transaction — if for example itrésalized through two different countries,
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etc.), so there is a number of transactions at\alee cost whose objective is just to gain one
more positive evaluation. The system creates &aole result forcing cooperation, that is,
asking users to leave an evaluation at the enHeofransaction and sanctioning them if they
don’t comply. Without this active participation thfe users, the system will be useless. Still, it
is a special form of collaborative behaviour thaiesh’'t require any commitment to
cooperation as a value. Non-cooperative usersaaeioned to different degrees: they can be
negatively evaluated not only if the transactiamtigood, but also if they do not participate
into the evaluation process. Breaking the ruleg-bty may lead to the exclusion from the
community. The design of wisdom thus comprises @ive participation from the users for
fear to be ostracized by the community (which woblkel seen as a loss of business
opportunities). Biases are clearly possible hesm.aPeople invest in cheap transactions
whose only aim is to gain reputational points. Tikia bias one should be aware of and easily
check: if a seller offers too many cheap itemstdweconcerned with his public image to be

considered reliable.

Some reputational features are used also by nomresoml systems such as

www.flickr.com. Flickr is a collaborative platform to share prstéor each picture, you can
visualise how many users have added it among fiénedurite pictures and who they are.
Reputation systems differ from other systems ofsueaEment of reputation that use citation
analysis, like for example ttgcience Citation IndeX.hese systems are in a sense reputation-
based, given that they use scientometric technitueseasure the impact of a publication in
terms of the number of citations in other publicas. But they don't require any active

participation of the agents in order to obtainreasure of reputation.
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4. Collaborative, open systems: wisdom out of cooperation

The collaborative filtering on the Web may be eweare voluntaristic and human-
based than the previous examples, while still retdsg a Web support to realize an
intelligent outcome. Two are the most discusse@<sas collaborative systems that owe their
success to active human cooperation in filtering @avising the information made available:
the Open Source communities of software developnidet Linux, and the collective open
content projects such as Wikipedia. In both cagesfiltering process is completely human-
made: code or content is made available to a comynwich can filter it by correcting,
editing of erasing it according to personal or sbastandards of quality. | would say that
these are communities amateursinstead of experts, that is, people who love whay tdo
and decide to share their knowledge for the sakbeotommunity. Collective wisdom is thus
created by individual human efforts that are agagted) in a common enterprise in which

some norms of cooperation are shared.

I won'’t discuss biases on Wikipedia: it is suclaagé topic that it could be the subject

of another paper. Let me just mention that Larrgdea, one of its founders, is promoting an

alternative projectwww.citizendum.orgwhich endorses a policy of accreditation of its
authors. Self-promotion, ideology, targeted attamkgeputation may of course act as biases
in the selection of entries. But the fear of Wildgeas a dangerous place of tendentious
information has been disconfirmed by facts: thatiksts large size, Wikipedia is hugely

differentiated in its topics and views, and it lh@en shown that its reliability is no less than

that of the Encyclopaedia Britannfca

® Cf. “Internet Encyclopaedias go head to heldture,438, 15 December 2005.
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5. Recommender systems: wisdom out of connoisseurship
Another class of systems is based on recommendatioconnoisseurs in a particular
domain. An example of wisdom created out of expsrbmmendations is the Music Genoma

Project atwww.pandora.cona sort of Web-based radio that works by aggregahousands

of descriptions and classifications of pieces osmyroduced by connoisseurs and matches
these descriptions with the “tastes” of listenexs they describe them). Then it broadcasts a
selection of music pieces that correspond to whatlisteners like to hear. Another example

of recommender system www.CiteUlike.org a free online service to share the academic

papers you are reading with other people in youensdic community, find out who is
reading the same papers as you, organize a libfaspme of the papers you are reading by
tagging them in a particular way. Preferences are koluntary shared. Some recommender
systems collect information from users by activatking them to rate a number of items, or
to express a preference between two items, ordatera list of items that they like. The
system then compares the data to similar dataatetlefrom other users and displays the
recommendation. It is basically a collaborativeefing technique with a more active
component: people are asked to express their prefes, instead of just inferring their
preferences from their behaviour, which makes aehddference: it is well known in
psychology that we are not so good in introspecéind sometimes we consciously express
preferences that are incoherent with our behavilbuasked, | may express a preference for
classical music, while if | keep a record of hownydimes | do listen to classical music

compared other genres of music in a week, | rediaemy preferences are quite different).

Conclusions

This long list of examples of Web tools for produgicollective wisdom illustrates

how fine-grained can be the choice of the designafggregating individual choices and
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preferences. The differences in design that | handerlined end up in deep differences in the
kind of collective communities that are generatgdthe IT. Sometimes the community is
absent, as in the case of the Google users, whwotée defined as a “community” in any
interesting normative sense, sometimes the comgnigibormatively demanding, as in the
case of eBay, in which participation in the filtegiprocess is needed for the survival of the
community. If the new collective production of knledge that the Web — and in particular
the Web 2.0 and 3.0 — makes possible should senee laboratory for designing “better”
collective procedures for the production of knovgear of wise decisions, these differences

should be taken into account.

But let me come back in the end with a more epistegical claim about what kind of
knowledge is produced by these new tools. As | aatle beginning, these tools work insofar
as they provide access to rankings of informatialpelling procedures and evaluations. Even
Wikipedia, which doesn’t display any explicit ragidevice, works on the following principle:
if an entry has survived on the site — that iBa$ not been erased by other wikipedians — it is
worth reading it. This can be a too weak evaluatoa, and, as | said, discussion goes on
these days on the opportunity to introduce monecsired filtering devices on Wikipedia
but it is my opinion that the survival or even égalan projects like Wikipedia depends on
their capacity to incorporate a ranking: the lalékipediain itself works already as a
reputational cue that orients the choices of treraud/Nithout the reputation of the label, the

success of the project would be much more limited.

As | said at the beginning, the Web is not onlycaverful reservoir of all sort of

labelled and unlabelled information, but it is alspowerfulreputationaltool that introduces

" See. L. Sanger «’"Who says we know. On the newigolof knowledge” on line avww.edge.organd my
reply to him, G. Origgi “Why reputation matters”
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ranks, rating systems, weights and biases in thdstzape of knowledge. Even in this
information-dense world, knowledge without evaloatwould be a sad desert landscape in
which people would be stunned in front of an enarsnand mute mass of information, as
Bouvard et Pécuchethe two heroes of Flaubert's famous novel, whod#etio retire and to
go through every known discipline without, in thede being able to learn anythinén
efficient knowledge system will inevitably grow lgenerating a variety of evaluative tools:
that is how culture grows, how traditions are adatA cultural tradition is to begin with a
labelling system of insiders and outsiders, of wghays on and who is lost in the magma of
the past. The good news is that in the Web eraribigtable evaluation is made through new,
collective tools that challenge the received viend develop and improve an innovative and
democratic way of selection of knowledge. But tlemo escape from the creation of a

"canonical"—even if tentative and rapidly evolvinge+pus of knowledge.
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